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Reminder on 
 Probabilities 



The False Positive Paradox 
Gerd Gigerenzer

A 50-year-old woman (with no symptoms) undergoes a mammogram. 
She tests positive and wants to know: what is the probability that she actually has 
breast cancer? 

Breast Cancer test: 

What is the best estimate of her probability of having cancer? :                  
    A) 90%                      
    B) 50% 
    C) 10%                     
  D) 1%

Sensitivity: the probability that the test is positive given that the person has the disease          

 
    Specificity: The probability of getting a negative test result given that the person does not    
    have the disease 

    Disease Prevalence in the Population: 
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Posterior: probability given  
the test result Likelihood

Prior (prior probability): the probability assigned before any data is 
observed



Evidence (also called Marginal  
Likelihood) The total  
probability of observing the  
data under all possible  
hypotheses. 

Prior (prior probability): the probability assigned before any data is 
observed

Posterior: probability given  
the test result

Likelihood



Random Variables and Random Fields 
Sick/not sick, positive/negative are not very quantitative concepts. In 
cosmology, we tend to study variables taking values in         or        we use 
probability densities, for example: 

Cosmology also studies stochastic fields, where the concept of 
 probability is generalized to an infinite number of random variables. 
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0 For a Gaussian  
random variable
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Asymmetric Normal 
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Generalized Normal  
Distribution

Gaussian
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The calculation of the moments of CMB temperature anisotropies  
indicates a Gaussian distribution, in particular  

Interlude : In practice, we often do not know a priori the 
probability density of a physical process, but we can infer 

it from the measurement of its moments 

Planck  
data



The calculation of the moments of CMB temperature anisotropies  
indicates a Gaussian distribution, in particular  

                Indication in favor of inflation and constraints on models 

Interlude : In practice, we often do not know a priori the 
probability density of a physical process, but we can infer 

it from the measurement of its moments 

Planck  
data



Cumulative distribution function

Cumulative distribution function



Cumulative distribution function

Complementary cumulative distribution function

Tail distribution  
Exceedance  
One sided p-value  
Survival function 
Reliability  function

This thing has so many names 
 it must be useful



Are these two measurements in agreement or in disagreement?


Example I: The Hubble constant Problem



Are these two measurements in agreement or in disagreement?


Example I: The Hubble constant Problem

To quantify this, let’s start from the hypothesis (also called the null 
hypothesis) that the two measurements are unbiased, independent, and 
that the probability distribution associated with each measurement is 
Gaussian. 



Are these two measurements in agreement or in disagreement?


Example I: The Hubble constant Problem

To quantify this, let’s start from the hypothesis (also called the null 
hypothesis) that the two measurements are unbiased, independent, and 
that the probability distribution associated with each measurement is 
Gaussian. 



Let us define the new random variable 

It follows a distribution 

Gaussian :  Any linear combination of independent Gaussian random 
variables follows a Gaussian distribution 

With zero mean : Under our hypothesis that the two measurements 
are unbiased 

And variance :   

Example I: The Hubble constant Problem
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Example I: The Hubble constant Problem



What is the probability, under the null hypothesis (that the two 
measurements agree), of obtaining a value more extreme than 
 the one observed?

Example I: The Hubble constant Problem

Are these two measurements in agreement or in disagreement?




What is the probability, under the null hypothesis, of obtaining a value more 
extreme than the observed one? 
 



What is the probability, under the null hypothesis, of obtaining a value more 
extreme than the observed one? 
 

Tail distribution  
Exceedance  
One sided p-value  
Survival function 
Reliability  function



The test could have fluctuated in either direction, so "more extreme » 
should be understood in terms of the absolute value. 

What is the probability, under the null hypothesis, of obtaining a value more 
extreme than the observed one? 
 



The test could have fluctuated in either direction, so "more extreme » 
should be understood in terms of the absolute value. 

What is the probability, under the null hypothesis, of obtaining a value more 
extreme than the observed one? 
 

The null hypothesis is therefore extremely unlikely 
- New physics ?? 
- Problem with one of the two measurements ? 



We have detailed this for pedagogical reasons, 
but a very simple algorithm can be used. 

1) Calculate the number of sigmas between the two measured values 

2)  The probability for two measurements to be           apart is given by  

What is the probability, under the null hypothesis, of obtaining a value more 
extreme than the observed one? 
 



statistics  



Chi-squared statistics is very commonly used in cosmology 
It is notably used to assess the goodness of fit of a model to observed  
data, the statistical consistency of a dataset, and is also employed  
in the context of model selection. 

Data 

Model 

Error

In the case where the measurements are not independent,  
a covariance matrix  will be used: 



‘Is the ΛCDM model a good fit to the Planck TE power spectrum data?’

Example II: Interpretation of Chi-squared Tests 
 



‘Is the ΛCDM model a good fit to the Planck TE power spectrum data?’

What is the probability, under the null hypothesis (that the ΛCDM model is 
correct), of obtaining a value more extreme than the observed chi-squared 
value for the Planck TE power spectrum?

Example II: Interpretation of Chi-squared Tests 
 



The probability distribution of the value of a          statistic wit k degrees of 
freedom is the distribution of the sum of the squares of k Gaussian 
random variables 

We will use our famous Tail distribution  
Exceedance  
One sided p-value  
Survival function 
Reliability  function

and compute 

Example II: Interpretation of Chi-squared Tests 
 



The probability distribution of the value of a          statistic wit k degrees of 
freedom is the distribution of the sum of the squares of k Gaussian 
random variables 
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Exceedance  
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Survival function 
Reliability  function

and compute 

p ~ 1% 

Example II: Interpretation of Chi-squared Tests 
 



p ~ 1% 

We have therefore answered our question:


Example II: Interpretation of Chi-squared Tests 
 

What is the probability, under the null hypothesis (that the ΛCDM model is 
correct), of obtaining a value more extreme than the observed chi-squared 
value for the Planck TE power spectrum?



A commonly used criterion is that the reduced chi-squared values should 
be close to 1. « Close" is highly dependent on the number of degrees of 
freedom considered.

For 10 degrees of freedom, it is quite likely to 
have a reduced chi-squared greater than 1.05.  
This is much less likely for 3000 degrees of freedom



Jackknifes

https://arxiv.org/pdf/1610.02360.pdf

In cosmology          tests are also  
used in the context of jackknifes  
(also called null tests), a set of tests  
in which the data are split according  
to various criteria to verify  
the stability of the result:


   



Look elsewhere effect 
Let us imagine conducting a large number of tests on a dataset. 
 
We plot the          values and their associated probabilities 

   



Look elsewhere effect 

P = 0.5%, have we detected a problem ? 

Let us imagine conducting a large number of tests on a dataset. 
 
We plot the          values and their associated probabilities 

   



Look elsewhere effect 

We performed 70 tests. What is the probability that at least one  
of the tests has a p-value less than 0.5%? 

(multiple comparisons, multiplicity or multiple testing problem)



Look elsewhere effect 

We performed 70 tests. What is the probability that at least one  
of the tests has a p-value less than 0.5%? 

(multiple comparisons, multiplicity or multiple testing problem)

To calculate it, let’s break down the different possibilities: 
  
1) a null hypothesis test has a probability greater than 0.5% 
2) a null hypothesis test has a probability smaller than 0.5%  



Look elsewhere effect 

We performed 70 tests. What is the probability that at least one  
of the tests has a p-value less than 0.5%? 

(multiple comparisons, multiplicity or multiple testing problem)

To calculate it, let’s break down the different possibilities: 
  
1) a null hypothesis test has a probability greater than 0.5% 
2) a null hypothesis test has a probability smaller than 0.5%  

The probability of obtaining a p-value < 0.5% in 70 tests (hold on tight) 
is therefore calculated using the binomial distribution.  

This effect has been the cause of several false detections in physics. 



Look elsewhere effect 
(multiple comparisons, multiplicity or multiple testing problem)

As a general rule, one always 
 wants to analyze the result 
of a test in the context of the  
number of tests performed. 
For example,  
one can compare the histogram  
of the tests conducted 
with the expected distribution. 

arXiv:2007.07289



Model Comparison
An example: The H0 Olympics, a fair ranking of proposed models 

 

Is the fit of a particular physical model M significantly better 
than ΛCDM? 

Akaike Information Criterion (AIC)

https://arxiv.org/pdf/2107.10291.pdf



Model Comparison
An example: The H0 Olympics, a fair ranking of proposed models 

 https://arxiv.org/pdf/2107.10291.pdf

Is the fit of a particular physical model M significantly better 
than ΛCDM? 



Interlude  
Johny Von Neumann: With four parameters I can fit an 
elephant, and with five I can make him wiggle his trunk

https://gwang.umn.edu/story/2020/03/20/How-to-fit-an-elephant.html



 is not enough

A visual inspection of the residuals between data and  
model is always very useful. 



The devil you know and the one you don’t know



Multivariate Probability 
Functions



Joint Probability Function 
We will often have to study problems described by a large number of 
parameters (a large number of random variables (X1 ,…, XN ).  
We will therefore introduce the joint probability density:

We will have the joint cumulative distribution function (CDF). 
 



Useful Definitions I: Marginal (Distribution) 
The marginal probability distribution is defined as 

For independent random variables, the joint probability distribution is the 
product of the marginals. 

We can also marginalize over a subset of random variables. 



Useful Definitions II: Conditional (Distribution) 
 

The conditional probability distribution is defined as 
 

We can also condition a subset of random variables on another subset. 
 



Useful Definitions III: Covariance Matrix 
 

The covariance matrix of a random vector is defined by  

The Pearson correlation coefficient (correlation matrix) is given by 



Planck correlation matrix https://arxiv.org/pdf/1303.5075.pdf



Two remarks : 

Independence Uncorrelated
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Two remarks : 

Independence 

If  g and P are even functions and the integration domain is symmetric 
around zero  

Uncorrelated



Correlation Causality 

Two remarks : 



Multivariate Normal 
Distribution



It is notably the form of many likelihood functions in cosmology. 
 

A particularly useful multivariate probability distribution is 
the multivariate normal distribution.



If the data take the form 
 

Model Gaussian noise with mean 0 and covariance 

It is notably the form of many likelihood functions in cosmology. 
 

A particularly useful multivariate probability distribution is 
the multivariate normal distribution.



To obtain the marginal distribution of a subset of normal random variables, 
one only needs to “remove” the variables over which we marginalize from 
the mean vector and the covariance matrix. 



An application of marginalization: 
Visualization of ellipses 

 
68% confidence 

 limit 

95% confidence 
 limit 



Let’s write down the posterior distribution of cosmological parameters 

The marginal distribution for Omega matter and Omega Lambda is 

An application of marginalization: Visualization of ellipses 

 



Follows a chi-squared distribution with two degree of freedom     
     

We want to visualize the set of x values that have a probability greater 
than 5%, we need to find the value of y such that 

The quantity 
     

An application of marginalization: Visualization of ellipses 

 



We use the Percent Point Function (also called the quantile function).

95%

68%

x values with a probability greater than 5% will satisfy 

It can be shown that the contour enclosing this set of x values  
is an ellipse with axes 

With         the eigenvalues of the covariance matrix and   
          
       its eigenvectors



An application of marginalization: Visualization of ellipses 

 



Cosmological random 
fields 



From the point of view of our cosmological models, the observed 
distribution of galaxies, as well as the observed temperature and 
polarization fluctuations of the cosmic microwave background, are 
contingent. Our models do not predict the specific values taken by these 
observables — they only predict their statistical properties. 

“Same universe” from the ΛCDM point of view
These observables are therefore promoted to the status of random fields. 

 



We can generalize the concept of random variables to that of a random 
field. Imagine a set of random variables defined at each point  
of a grid with a given spacing. 

By denoting                        one can define a vector           of n random 
variables. 
Its associated probability distribution is 
The random field can be defined as the continuous limit  
in which the grid spacing tends to zero.



n-point correlation functions 
 

By analogy with the moments of a random variable, one can define the n-
point correlation functions of the field. 
 



The cosmological principle assumes that the statistical properties of the 
Universe on large scales are homogeneous and isotropic. 

Homogeneity 

        Isotropy 
                          

                                     A field is isotropic around a point z if 
z 
z 
z if



A prediction of the simplest inflation models (and widely confirmed by 
Planck) is  that the initial fluctuations follow a Gaussian distribution. 

All the information about a Gaussian field is contained in its covariance 
matrix (its two-point correlation function).



A prediction of the simplest inflation models (and widely confirmed by 
Planck) is  that the initial fluctuations follow a Gaussian distribution. 

A linear combination of Gaussian fields follows a Gaussian distribution. 

. 

is a functional that represents the evolution of the density contrasts 
generated by inflation up to the emission of the CMB

Non-linear phenomena (such as gravity) generate 
 non-Gaussianities; nevertheless, even in this case,  
the two-point correlation functions contain a lot of information. 

All the information about a Gaussian field is contained in its covariance 
matrix (its two-point correlation function).



Covariance Matrix



The covariance matrix depends only on the relative positions. 
Homogeneity

Covariance Matrix



Isotropy 
There is no directionality in the correlation matrix. 

 

Covariance Matrix



Covariance Matrix



https://arxiv.org/pdf/1203.6594.pdf
Boss z  [0.43 to 0.7]

Covariance Matrix



https://arxiv.org/pdf/1203.6594.pdf
Boss z  [0.43 to 0.7]

CMB temperature angular 
 correlation function 

Covariance Matrix



To represent fields in three dimensions, the Fourier space is often used. 

Fourier space presents advantages  

1) Theoretical calculations of the evolution of perturbations are           
traditionally performed in Fourier space. 

2) The basis represented by the Fourier modes diagonalizes                                
the covariance matrix. 

3) Il It is natural to implement "scale cuts." 

The analogue of the correlation function is the power spectrum. 

 





Correlation function in Fourier space 



Jacobi coordinates

Correlation function in Fourier space 



Different Fourier modes are independent

Correlation function in Fourier space 

Jacobi coordinates



Angular power spectrum
On the sphere, the harmonic basis is the basis of spherical harmonics. 

  

cimetiere



One can define an angular power spectrum as well as an angular 
correlation function. 

Legendre polynomial

Angular power spectrum



One can define an angular power spectrum as well as an angular 
correlation function. 

cimetiere

Legendre polynomial

Angular power spectrum





Estimation of the angular 
power spectra of the CMB



The angular power spectrum definition is

We can define and estimator

Where the              are computed from 



Numerics : 



When defining an estimator of a statistical property, one must 
always answer (at least) two questions: 

-> is the estimator biased ? 
-> what is its variance ?



Bias
An estimator is unbiased if the ensemble average of the estimator equals 
the quantity one wishes to estimate 

We can check whether this is the case for our estimator  



Numerics : 



We can also compute the variance of this estimator



We now need to compute 

We can also compute the variance of this estimator



To compute this term, we will use several properties. 

 

1) Linear transformations of Gaussian fields follow Gaussian statistics. 

Gaussian



To compute this term, we will use several properties. 

 

1) Linear transformations of Gaussian fields follow Gaussian statistics. 

GaussianGaussian



To compute this term, we will use several properties. 

 

1) Linear transformations of Gaussian fields follow Gaussian statistics. 

GaussianGaussian

2) The Wick theorem



The Wick theorem
The N-point function of a Gaussian field can be decomposed  

into a sum of products of two-point correlation functions.

In the case of a four-point correlation function. 

 

The sum is taken over all pairings of (1…n) 
 













This term represents the uncertainty inherent to any measurement of the 
power spectrum; it is known as cosmic variance and is irreducible. 
Our measurement is intrinsically limited by the fact that  
we have access to only a single “realization” of the Universe. 



Numerics : 



There is an analogue of cosmic variance for the three-dimensional 
matter power spectrum.

The denominator is the number of modes: the number of “m” for each “l.” 

 



Noise bias

Noise will bias the estimator and increase its variance. 

 

In reality, every observation is affected by sources of noise. 



Noise bias

Noise will bias the estimator and increase its variance. 

 

In reality, every observation is affected by sources of noise. 

Note that when Nℓ =0, we recover 
The cosmic variance. 



Numerics



We can debias the power spectrum estimator in different ways: 
• Subtracting a noise model built from our knowledge of the instrument 
• Performing cross-correlations 

Noise bias
In reality, every observation is affected by sources of noise. 



Cross-correlations



Cross-correlations



Cross-correlations



Variance 

Vs 

Cross-correlations



Variance 

Vs 

 In general, for K data splits

Cross-correlations



Impact of the Mask 



https://www.aanda.org/articles/aa/pdf/2016/10/aa25936-15.pdf

Impact of the Mask 



https://arxiv.org/pdf/1809.09603.pdf

Impact of the Mask 



Impact of the Mask 



Impact of the Mask 



Impact of the Mask 



Impact of the Mask 



Impact of the Mask 



If W(n)=1, this integral equals 

The mask breaks the homogeneity of the field and 
 introduces coupling between different modes

Impact of the Mask 



 If we know the shape of the mask, we can calculate 
 the matrix K analytically 

Impact of the Mask 



 + Xpol,  
    Xpure,  
 Polspice



A word about higher spin fields. 

The density field and the CMB temperature field are scalar fields  
(i.e., spin 0); their values do not depend on the coordinate system used. 

Conversely, the polarization field of the cosmic microwave background,  
as well as the gravitational shear field of galaxies, are spin-2 fields; their 
values at a given point depend on the coordinate system. 



For example, the polarization field is defined in terms of the Stokes 
parameters, which quantify the direction of polarization of the electric field 

E of the CMB photons. 

A word about higher spin fields. 



The Stokes parameters are not invariant under a change of coordinates.

If 
This property makes the polarization field a spin-2 field. 
This is also why the polarization field can be represented  
as a “headless” vector field. 

A word about higher spin fields. 



Polarisation field



To account for the transformation of the Stokes parameters under  
a change of coordinates, they can be written in the form of a tensor. 

E and B modes decomposition



Just as a vector field can always be decomposed 
 into a scalar part and a rotational part. 

To account for the transformation of the Stokes parameters under  
a change of coordinates, they can be written in the form of a tensor. 

E and B modes decomposition



A spin-2 tensor field can always be decomposed into the  
sum of two fields: a scalar field and a pseudoscalar field. 

Just as a vector field can always be decomposed 
 into a scalar part and a rotational part. 

E modes B modes

To account for the transformation of the Stokes parameters under  
a change of coordinates, they can be written in the form of a tensor. 

E and B modes decomposition



A spin-2 tensor field can always be decomposed into the  
sum of two fields: a scalar field and a pseudoscalar field. 

Just as a vector field can always be decomposed 
 into a scalar part and a rotational part. 

E modes B modes

To account for the transformation of the Stokes parameters under  
a change of coordinates, they can be written in the form of a tensor. 

E and B modes decomposition



This decomposition is truly useful: most physical phenomena in the 
primordial Universe generate only E-modes. A possible detection of B-
mode polarization could be the signature of primordial gravitational  
waves produced during the inflationary phase of the Universe. 



Regarding the gravitational shear of galaxies, only E-modes are generated 
at first order, so B-modes can be used to test for the presence of possible 
contaminations of the signal (astrophysical or instrumental). 

E modes : Dark energy survey (year 1) 

https://arxiv.org/pdf/2010.09717.pdf



https://arxiv.org/pdf/2010.09717.pdf

B modes : Dark energy survey (year 1) 

Regarding the gravitational shear of galaxies, only E-modes are generated 
at first order, so B-modes can be used to test for the presence of possible 
contaminations of the signal (astrophysical or instrumental). 



For the numerical 
tutorial:

https://github.com/thibautlouis/TD


